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Abstract: estimations for moments of random variables play an important role in the probability theory. Many
results were obtains for the moments of the sum of independent random variables(see [4],[6]). However, the
estimates for moments of processes of the form (0.1) have been little studied. It is well known that moments
EX™,m > 1, are obtained by m times differentiating the generating function Es*». However, the expression for
mth derivative of Es*» becomes difficult as m increases. Thus it is important estimate moments EX™ from
above. Inequalities for moments of critical and supercritical Galton-Watson processes were given first by
S.V.Nagaev(see [5]). In his work mainly the analysis of generating functions was used. In the present work we
provide estimations for moments of branching random processes with immigration. We use probability methods
and well applied known inequalities for the sum of independent random variables. We consider Branching
Random Processes with Immigration starting from random number of items. In this work we provide estimations
from above for the moments of such processes.
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Annomayua: oyenku MOMEHMOS CAVUAUHBIX 8ETUYUH USPAIOM BAXCHYIO POIb 8 Meopuu gepoamuocmel. Muozue
pe3yibmamsl ObLIU NOJYUEHbl 07151 MOMEHINO8 CYMMbL HEe3AGUCUMBIX CyYaliHbIx eeauyun (cm. [4], [6]). Oonaxo
oyenxu momenmos npoyeccos euda (0.1) mano uzyuenv. Xopowo uzeecmmo, umo momenmor EXJ',m =1
nonyuaromes nymem Ouggepenyuposanus ¢ m pas npouzsooaweti gyuxyuu Es*n. Odunaxo ewipasicenue ons
mt" npoussoonoii om Es*n cmanosumcs mpyoneim no mepe yeemuvenus m. Ilpu smom 6ajicno oyenums
momenmot EX]'m ceepxy. Hepaeencmea Onsi MOMEHMO8 KPUMUHECKUX U CEEPXKPUMUHECKUX NPOYECCO8
Tanemona-Bamcona enepsvie 6viiu Odauwvi C.B.Hacaegvim (cm. [5]). B e2o pabome npeumyujecmeento
UCNONIB308ANICA  AHAU3 NPOU3BOOAWUX QYHKYul. B Hacmoswel pabome mbl O0aem OYEHKU MOMEHNO8
BEeMBAUUXCSL CYHAUHBIX Npoyeccos ¢ ummuepayuell. Mbvl ucnonvzyem 6epOsSmMHOCHHbIE MEmOoObl U XOPOULO
npuUMeHsieMble U38eCIHble HePABEHCMEA 0N CYMMbl He3A8UCUMBIX CAYYalHblX eeaudun.Mvl paccmampusaem
gemeawuecs Ciyyatinvle NPoYeccvl ¢ umMMuUspayuel, HAYUHAs CO CAYYAUHO2O YUCAA dleMeHmos. B oannoii
pabome Mbl daem OYeHKU CEepXY Olisi MOMEHMO8 MAKUX NPoYeccos.

Knrouesvie cnosa: eemsawutica npoyecc, npoyecc I anemona-Bamcona, ummuepayus, MomMenm, yenmpanbHuli
MOMeHm, NPOU3800AWAsL PYHKYUS.
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Introduction.
Let {& i, & k, i € N} be independent, nonnegative, integer valued random variables such that {£, ;: k,i € N}
and {e,: k € N} are identically distributed.
Consider the branching processes with immigration X;, k = 0 which is defined by the following recurrent
relation:

Xo=1 X =215 &+ k21, (0.1)

where 7 is an nonnegative, integer valued random variable and independent of {, ;, e, k,i = 1} (see [1]).
The sequence {X,: k € Z,} is called a branching process with immigration. We can interpret X,, as the size of the



k" generation of a population in which the initial moments there are n particles, where §k,j is the number of

offsprings of the j** individual in the (k — 1)t generation and &, is the number of immigrants contributing to
the k" generation.
The case when n =1 and g, = 0 process (0.1) is fine known and thoroughly investigated process Galton-
Watson (see, for example, [1],[2],[3])
Denote
m:=E& ,, 0% = D¢y, Vpi = E$£1'9p:=E|fl,1_m|pl

Ai=Ee,  b%:=Deg, 1,=FEel, &,=Eleg—AP,
vp:=En?,  s*=Dn,  B,:=Eln—Enl®

Assume here and in what follows that all moments are finite.

The casesm < 1,m = 1,m > 1 are referred to respectively as subcritical, critical and supercritical.

Estimations for moments of random variables play an important role in the probability theory. Many results
were obtains for the moments of the sum of independent random variables(see [4],[6]). However, the estimates
for moments of processes of the form (0.1) have been little studied. It is well known that moments EXJ',m > 1,
are obtained by m times differentiating the generating function Es*». However, the expression for mt"
derivative of Es*» becomes difficult as m increases. Thus it is important estimate moments EX* from above.
Inequalities for moments of critical and supercritical Galton-Watson processes were given first by
S.V.Nagaev(see [5]). In his work mainly the analysis of generating functions was used.

In the present work we provide estimations for moments of branching random processes with immigration.
We use probability methods and well applied known inequalities for the sum of independent random variables.

Main results

Assume we are given a process (0.1). In the next two theorems we provide estimations for the moments and
central moments of X,

Theorem 2.1 We have the following inequalities:

lL.for0O<p<landm=#1
n—1_1

m
Tmo1 M)t

EXP < <v1m”‘1 +
2.for0<p<landm=1
EXP < (v + An)yy + Tp;
3.forp>1land 2Py, #1
2p—11.p[(2p—1yp)" —1]
2p~1y, — 1

EX? < (2P 1y,) v, +

4.forp >1and2P 'y, =1
EX} <v,+2P 't,n
Theorem 2.2 We have the following inequalities:
lL.for0O<p<landm=#1
(m(p—l)n — 1)
m®-1 — 1

A
E|X, —EX,|P < "‘19( )
|n nl m pV1+m_1 +

A6 m —1
)y

+<6”_m—1 mP —1
2.for0<p<landm=1
(n-1)n

2

E|Xp, — EXy|P < (Opv; + 8p)n + OpA + B,

forl<p<2andm=#1
mt®-1 — 1

E|X, — EX,|P < 22(0-Dpp-1129 mn-1 + A +
| Xx nl? < nP~[20,m Vit ) oo

20,1\ mP" — 1 1,1
+<8p_m—1)ml’—1]+2 mhy
4.forl<p<2andm=1

E|X, — EXp|P < 220~ YnP[20,v; + 6, + (n — 1)6,4] + 2P,
p 1
5.forp>2andm # 1, m # (22 'yp)?
2



ouhkwhrE

E|X, — EX,|P < 2°®~DnP=1[C(p)6, | vp + 5—2 z_ g4
z 227l —1) mP—22"yp
2 2

p_
22 1C(p)9p‘[% mP —1
+| 6 ——5 1+ 2P 'm™B,
25—1)/B _ 1 TI‘Lp - 1
2

where C(p) is a constant depending only on p.
p
6.forp>2andm=1, 22 'yp=1
2

p
E|X, — EXp|P < 22®~DnP[C(p)0,vp + 6, + 227 C(p)0,to(n — 1)] + 2P71,
2 2
where C(p) is a constant depending only on p.
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